
(NASA-CR-141061) INDIRECT SYNTHESIS OF N75-145 0
MULTI-DEGREE: OF FREEDOM TRANSIENT SYSTEMS

Final Report (Virginia Univ.) 25 p
HC $3.25 CSCL 05H Unclas

G3/66 05056

INDIRECT SYNTHESIS OF
MULTI-DEGREE OF FREEDON

TRANSIENT SYSTEMS

Final Report on

NASA Grant No. NGR 47-005-145

Supplement No. 3

Submitted by:

Walter D. Pilkey

and • r

Y. H. Chen C6

SCHOOL OF ENGINEERING AND

APPLIED SCIENCE

RESEARCH LABORATORIES FOR THE ENGINEERING S bIENCES

UNIVERSITY OF VIRGINIA

CHARLOTTESVILLE, VIRGINIA 22901

Report No. ESS-4085-110-74

September 1974



RESEARCH LABORATORIES FOR THE ENGINEERING SCIENCES

The School of Engineering and Applied Science of the University of Virginia has long believed that
strong research capabilities go hand in hand with effective teaching. Early in the development of its
graduate training program, the School also recognized that men and women engaged in research should
be as free as possible of the administrative chores involved in sponsored research. In 1959, therefore, the
Research Laboratories for the Engineering Sciences (RLES) was established and assigned the
administrative responsibility for such research within the School.

Currently, approximately 60 members of the faculty, who also teach at the undergraduate and
graduate levels, and 30 additional professional engineers and scientists, whose primary responsibility is
research, generate and conduct the investigations that make up a vigorous and wide-ranging program.
The Director of RLES, a faculty member and active researcher himself, maintains familiarity with the
support requirements of all research under way. He is aided by an RLES Academic Advisory Committee
made up of one faculty representative from each academic department of the School. This Committee
serves to inform RLES of the needs and perspectives of the research community.

In addition to administrative support, RLES is charged with providing technical assistance where it
is needed. Because it is not practical for each department of the School to become self-sufficient in all
phases of the supporting technology essential to present-day research, RLES makes services available
through the following support groups: Machine Shop, Instrumentation, Facilities Services, Publications
(including photographic facilities), and Computer Terminal Maintenance.

• ' The purpose of RLES, then, is to provide administrative and technical assistance for sponsored
/research carried out within the School of Engineering and Applied Science of the University of Virginia.
iSuch research has played an important part in the University's contribution to scientific knowledge and
sbrvice to the community and continues the successful partnership of University, government, and
industry.

For information on current programs and capabilities, write to Director, Research Laboratories for
the Engineering Sciences, Thornton Hall, University of Virginia, Charlottesville, Virginia 22901.
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Abstract

It is shown that an indirect synthesis method can be used in the

efficient optimal design of multi-degree of freedom, multi-design

element, nonlinear, transient systems. The technique begins with a

limiting performance analysis which requires linear programming for a

kinematically linear system, following which the system is selected

using system identification methods such that the designed system re-

sponds as closely as possible to the limiting performance. The ef-

ficiency is a result of the method avoiding the repetitive systems

analyses accompanying other numerical optimization methods.



1. Introduction

An essential ingredient of the conventional methods in the optimum

design of dynamic systems has been an iterative technique that progres-

sively searches for the open design parameters which optimize some index

of system performance without violating the imposed constraints. While

this search procedure presents no serious problems for simple systems

with few design parameters, itspracticality diminishes rapidly with

increasing system complexity, and becomes formidable in terms of compu-

tational requirements for a large, real world system.. The main difficulty

therein stems from the fact that for each iteration, the entire system

dynamics must be solved and that convergence to a global minimum, if it

can be reached, usually requires a large number of iterations.

Recently a new approach called the "indirect synthesis method"

has been suggested (Ref. 1) and successfully demonstrated for a single

degree of freedom system. Satisfactory results have also been obtained

by applying this approach to a nonlinear impact absorber (Ref. 2) and

to vehicle suspension systems (Ref. 3). The basis of the new approach

is to select the open design parameters such that the response of the

portion of the system being designed approximates the limiting performance

solution which is independent of the hardware devices used. It suffices to

solve the system dynamics only once. As a consequence, the new approach

offers great computational advantages over the conventional methods.

Also, by carrying out the limiting performance solution for several

constraint levels it yields the limiting performance characteristics
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(trade-off curve) of the system under consideration. Apart from its

use in automated design, this information, which is not available from

conventional sources,is of considerable value to the mechanical designer

in providing the feasibility characteristics of his proposed design.

Details of the formulation of the new design approach are presented

in Ref 1. Essentially the method consists of two distinct phases:

time optimal synthesis and parameter identification. One first replaces

the design elements, regardless of configuration, by generic or control

forces u(t). The limiting performance solution of the resulting system

is sought in the time domain of interest, yielding the optimal (ideal)

generic forces u*(t) and other ideal system responses. In the second

phase of the design one selects, element by element, the design para-

meters that respond most closely (in an optimal sense) to the limiting

performance solution. The elements being designed can be linear, non-

linear, passive or active. The limiting performance problem is particularly

simple when those portions of the system not being designed and the over-

all dynamics are linear, for then the problem can be formulated as one

of linear programming. The element by element parameter design can be

achieved by unconstrained curve fitting techniques such as least square

or min-max fits. Thus the nonlinear programming optimization problem

normally encountered in the direct methods is now replaced by a more

efficient linear programming problem.

As stated earlier, the new technique has been applied to single

degree of freedom systems only. Also, previously the control forces

were represented in the limiting performance problem by piecewise

constant bursts of forces (of a preselected time interval) over the time
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period of concern. This often results in a response that reverses its

direction suddenly and repeatedly, thus making it difficult to

identify parameters by curve fitting. In order to ease the task of

parameter identification, we have reformulated the transient limiting

performance problem using "smooth" control forces, i.e. ones repre-

sented by Fourier series. It is the purpose of this work to outline the

formulation and to demonstrate the new methodology for multi-degree,

multi-design element systems subject to transient disturbances.

2. Limiting Performance Formulation

Consider the problem of designing portions of a dynamic system

subject to transient disturbances so that some index of performance is

minimized (or maximized) and certain response constraints are satisfied.

Replace these portions, which can be nonlinear in the state variables,

by control forces u(t) and suppose that the remaining portions of the

system are linear as are the overall kinematics. It is also assumed

that both the performance index and constraints are linear functions of

the state variables. For such systems, the limiting performance problem

can be formulated as one of linear programming.

2.1 Equations of Motion

The general equations of motion for the system described above

can be written in the form
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M + Cx + Kx = VU + Ff (1)

where

x = displacement vector

u = control force vector which replaces portions of the system

being designed

= forcing function vector

M = N x N mass matrix, N being the number of degrees of freedom (DOF)

C = N x N damping matrix

K = N x N stiffness matrix

V = N x J coefficient matrix associated with control force

vector, J being the number of control forces

F = N x L coefficient matrix associated with forcing function

vector, L being the number of forcing functions

We choose to represent the control forces in terms of "smooth"

functions, e.g. Fourier series. Previously (Ref. 1) "nonsmooth" piece-

wise constant control forces are employed. It will be demonstrated that

the smooth control forces lead to better designed systems. Each control

force will be represented by a finite-term Fourier series of preselected

basic frequency:

NF
j = n (aj cosw t + b.n sinw t) + ao, = 1,2,. .,J

n=1

(2)
NF

or u = (A cosw t + B sinw t) +
n n n n nn=1
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where

aln bin al0

a2n b2n a2 0

n ." . O

ajn) bjn aj o

and . = nn/T, T being the half period. Note that this representation

of the control forces places no linearity restrictions on them.

Similarly, the relative displacements are represented by

NF
x = (in cosnt + qin sin t) + p 0 , i = 1,2,. . , N

n=1

NF
or x = I (P cosw t + Q sinn t) + P0 (3)

n=1

where

n In P10

P2n 2n 20
P n = ,and P 2

Nn qNn PNO

and,
NF

= (R cosw t + S sinw t) + R 0  (4)
n n n n

n
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with

rln SIn r 10

r2n S2n rand R r2 0
n n 0

rLn SLn rLO

Differentiation of (3) results in

x =  (-w P sinw t + w Q cosw t) (5)n n n n n n
n

and x =  (-w2 P cosw t - 2Q sinw t) (6)
n n n n n n

n

Now substitute equations (2) - (6) into (1). This yields

M (-w2 P cos t - 2 Q sinw t) + C (-w P sinw t + w Q cosw t)n n n n n - n n n n n
n n

+ XIK (P cosw t + Q sinw t) + K P =  V (A cosw t + B sinw t)n n n n - 0 n n n
n

+ V A0 + (R cosw t + S sine t)+F R
-0 n n n n 0n

Collecting terms of cosw t, sinw t and constants on both sides and making
n n

use of the orthogonality on (-T,T), we obtain

(-2 M + K)P + w CQ VA + FR
n-- n n-n -n - n

-w C P + (-w2 M + K)Q = VB + F S (7)
n-- n n- n -n - n

KP = VA + F R

for n = 1,2,.... NF.
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Eqns. (7) are recognized to be a set of simultaneous linear equations

in Pn9 Qn and P0' the right hand side being the Fourier coefficients of

u and the forcing functions. Thus we have shown through Eq. (7)

that the Fourier coefficients of x are related to those of u.

Frequently, e.g., in the case of many shock isolation systems,

the equations of motion can be written as

Mx =Vu + Ff (8)

For this special case, it is necessary that we express the relative

displacement x in terms of the Fourier coefficients of the u's by direct

integration of (8) instead of solving Eqn. (7). Thus, one integration

of (8) gives

NF sinwnt  coswnt
Mx = V(n A - Bn) + VAt + Ff Cdt + 1 , (9)

n Wn n Wn n dt + (9

and after a second integration

NF coswnt _ sinwnt t 2
Mx= I V(- 2 n -- 2 B )+ VA0  + F fffdt +It + E2, (10)- - n n 0 2t -

n n

where C1 and C2 are integration constants to be determined by the

initial conditions.

2.2 Limiting Performance

With the state variables now expressed linearly in terms of the

Fourier coefficients A0 , An , B
n of the control forces u(t), and f being

a known quantity, it is a simple matter to express the performance index

and the constraints linearly also in terms of these coefficients.
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The limiting performance problem then becomes:

Find the Fourier coefficients A0, An', Bn, where n=1,2,. . .,NF,

such that the performance index

= max maxli ( AO, A , Bn , , t) , i=1,2,. . .,I
i t i n n

is minimized subject to the constraints

L U
SkG6k(A0 ' An' Bn, f, t)< E , k=1,2,...,K

U L
where the %i's are I response functions and ek, Ek are the upper and

lower bounds of the kt h constraint Sk. This problem is readily recognized

as one of linear programming (LP) and it can easily be reduced to the

standard LP form (Ref. 1). Then any available LP codes can be used

to determine these coefficients and hence the optimal responses u (t),

x*(t), x*(t), x*(t).

3. Results

The new design approach with "smooth" control force representation

has been applied to a number of transient systems. Two selected

examples are presented below.

3.1 Two Degree of Freedom System

Consider the two degree of freedom system shown in Fig. l(a).

A step velocity of V0 = 1 in/sec is applied to the rigid base over a

period of 1.5 sec. The design problem is to determine the kl, k2 , cl

and c2 so that the peak acceleration of m i is minimized subject to the

constraints that the rattlespaces x, and x2 be less than 3/4 in.



1 Z I

Iz mz
m= 1

C1m= 1 uX1M2( t)
z2  Z2

m2 m2

C2 k2 X2 
U2

Vo VRIGID BASE

(a) (b)

Fig. 1 (a) Two degree of freedom system. Fig. 1 (b) System with isolators replaced by
Initial conditions: control forces.
z1 (0) = z2 (9) = i (0) = i2(0) = 0.
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The substitute system for the limiting performance study is shown in

Fig. 1(b). The governing equations are

zl + U 1l = 0

z2 - ul + u2 = 0

with the kinematic conditions

x 2 = z2 - y

xl = z1 - z2

The limiting performance problem then is to minimize

= maxlzll

with the constraints

IXli < 3/4

1x21 < 3/4

The limiting performance solutions obtained by a linear programming

technique are shown in Fig. 2 and 3 together with the results of para-

meter identification obtained by fitting u*(t) and u*(t) respectively to

klx(t) + cl i(t) and k2x2 (t) + c2x*(t).

Here for simplicity, an ordinary unconstrained least square

technique is used. The curves labeled "parameter identification" are

the solutions to the equations of motion of the designed system. The

limiting performance solution yields a peak acceleration of 1.35 for



0

O LIMITING PERFORMANCE SOLUTION

6 PARAMETER IDENTIFICATION
-0.4

D- k, =  1.09

c = 1.497
O

-0.8

I-*

.0

" -1.2

-1.6

-1.2

-2.4

0
U-

O -3.6 k = 2.142

c, = 2.677

0

-4.8

-6.0 I
0 0.4 0.8 1.2 1.6 2.0

TIME, SECOND

Fig. 2 Upper and lower isolator response histories - force-time
(by Fourier representation).
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O LIMITING PERFORMANCE
SOLUTION

-. 18 PARAMETER IDENTIFICATION

x

< -. 36

L -0.54

CONSfRAINT LEVEL

-0.72 -

0-

-. 16

0-

-. 32

-. 48

-. 64 - CONSTRAINT LEVEL

-. 80
0.4 0.8 1.2 1.6 2.0

TIME, SECOND

Fig. 3 Upper and lower isolator response histories - displacement-

time (by Fourier representation).
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ml while the designed system gives 1.60. It is also seen that the

rattlespaces are slightly violated, by 8% for the upper one and 5.5%

for the lower.

For purposes of comparison, the same problem was solved using the

piecewise constant representation of the control forces (Ref. 1).

The results are shown in Fig. 4 and 5. It is apparent that although

the limiting performance characteristic of maxill=maxlull are almost

identical for the two representations, the task of curve fitting the

isolator responses in this case (Fig. 4(b) and 5(b)) is much more

difficult than the case of "smooth" representation. Here the worst

rattlespace (upper) violation is as much as 100% and the performance

index is also considerably higher than the "smooth" method.

3.2 Six Parameter Designs of Three Degree of Freedom System

In order to make quantitative comparisons of the new design ap-

proach with conventional computer optimization, the structure of Fig. 6(a)

was studied. The goal is to find the parameters kl, k2, k3 , cl, c2 , c3

such that for base inputs y = t2e- t the maximum of the peak values of

21', 1z21', il is minimized subject to

x1l(t) + ae(t) I< c, Ix1(t) - e0(t) I< 1l

1x2 (t) - be(t) I < E2, Ix 2 (t) + dG(t) < E2
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O LIMITING PERFORMANCE SOLUTION

.05
6 PARAMETER IDENTIFICATION

k, = 1.85

-. 90- c =  0.039

0UO

I-

- 1.85
O

0-

-2.8

130
k = 29.463

c 2 = 2.601

80

O

e 30
O

-20

-JF

-70

-120_
0 0.4 0.8 1.2 1.6 2.0

TIME, SECOND

Fig. 4 Upper and lower isolator response histories - force-time
(by piecewise constant representation).
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0.5 O LIMITING PERFORMANCE SOLUTION

. PARAMETER IDENTIFICATION

S-0.5 CONSTRAINT LEVEL

-1.0 -

- -

-1.5

0

-. 15

x

U
< -. 30

1-

0 -. 45

-. 60

CONSTRAINT LEVEL

-. 75
0 0.4 0.8 1.2 1.6 2.0

TIME, SECOND

Fig. 5 Upper and lower isolator response histories - displacement-
time (by piecewise constant representation).
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e2

e Z2 eX1

m=1 -0 z x2 z - Y
S X2 2 - Y2Y2 C.M.

c1/2 a c /2

b d
k /2 k1 /2

k2/2 C2/2 k3/2 Cc3/2

(a)

e2 ALL FOUR

T 
CORNERS

1 x2= Z2 - Y2

I C.M.
Y2

- b - - d U ---

(b)
Fig. 6 (a) Three degree of freedom system. Initial conditions:

z1 (0) = z2(0) = G(0) = i1 (0) = 2 (0) = G(0) = 0.

(b) Substitute system used for limiting performance study.
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The substitute structure employed in the design process is shown in

Fig. 6(b). The equations of motion are

z= -(ul + u)

Z2 = -(U 2 + U 3 )

* a b d
S -- (ul + U4) + 2 u 2 u3,

P P P

with the kinematic relations

Xl = Zl - Y1, X 2 
= z2 - Y2

and the initial conditions

Zl(0) = z2(0) = 1l(0) = i2 (0) = 0

The radius of gyration is designated by p.

The design parameters are determined by matching the ideal isolator

forces ui(t), i=1,2,3, to

g1 = (x2 - bO*) + c-(x - b(*)
2 2

g2 = -(x + dg *) + -(k +d~ i )

g3 =  ki(x + ag ) + cl(x+ ao ),

For a = b = d = 25, p = 23.5, E1 = ~2 = 0.1, a least square curve

fitting technique leads to k 1 = 2.994, k 2 = 7.129, k 3 = 1.626, c1 = 2.716,

c2 = 5.062 and c3 = 0.426. The active objective functions are plotted in

Fig. 7 together with the ideal isolator forces. It is seen that the

peak objective function is 0.83 for the designed system, compared to the

value of 0.6 given by the limiting performance solution. The constraint



1 2

0.8- U 1 U4 LIMITING PERFORMANCE

-)---X U 2

0.6 -- Z2

Z2 PARAMETER IDENTIFICATION

z

I-~

0 0.4

u \
S 0.2

0 OU1

0 00.5 1.5U_

-0.4

-0.6 -

TIME, SECOND

Fig. 7 Isolator response histories - force-time.
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PARAMETER
-- IDENTIFICATION

0.12--0.12 IMPOSED /
CONSTRAINT , I - e
LEVELS

0. 10 . . -

( 0.08

I-
/' \ x + aI

0.06 -.
2- b/

0.04 \,. \ x, d + dO

0.02 - ,

0 0.5 1.0 1.5 2.0
TIME, SECOND

Fig. 8 Constraint responses for the designed system.
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responses are plotted in Fig. 8. The worst violation of the constraints

is about 25%. For the limiting performance study we chose NF-2 in the

Fourier expansion and a half period of two seconds was selected. This

is close to the time at which the base velocity drops to zero and its

displacement reaches its maximum.

This particular design problem was chosen because the same system

was designed using classical techniques in Ref. 4. There the publicly

available (ASIAC, Ref. 5) optimization program POSI was employed. This

standard computational optimization program selected a system with an

optimal objective function of 1.15 versus our 0.83. Our more optimal

design, of course, is partly a result of constraint violations. This

apparent problem, which is considered below, was suggested in Ref. 3 as

being so serious as to make questionable the value of this method.

Perhaps the most interesting result is the comparison of computer

times. Typical designs (such as the one just presented) made by the

new approach took about one to two percent of the computer processor

time expended by the classical computer optimization using POSI.

The problem of constraint violation is not as serious as it may

seem. Techniques more sophisticated than unconstrained least square

fits, e.g., a constrained min-max fit, may be used to reduce the constraint

violations. Constrained parameter identification techniques are also

useful if it is known that for practical consideration the design para-

meters must be restricted to certain values. In addition, it is possi-

ble to correct constraint violations by finding the design parameters
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based on matching the response being violated (Ref. 1). Also, this

problem can be remedied by using our optimal design parameters as

starting values in a conventional computer optimization program.

For the above problem a design that satisfied all constraints was

obtained after one iteration by POSI.

4. Conclusions

It has been demonstrated that the indirect synthesis design

approach can be used to obtain a near optimal design for multi-degree

of freedom and multi-design-element systems - at least for the inputs

considered here. The design occasionally violates the desired con-

straint levels. As explained, however, corrective measures can be

taken.
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